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Motivation
 When conducting performance research such as optimization, automatic tuning, adaptive 
computing or computational quality of service(CQoS), it is necessary to acquire performance data of 
proper granularity for analyses. While a basic timer gives the overall wall clock time, on complex 
peta-scale supercomputers we may need to use performance tools to gain insight into performance 
data of different groups, such as MPI, IO, cache utilization, etc.. There are several performance 
tools available on Cray-XT5 systems, and each performance tool provides different amounts of data, 
and has different complexity of usage (from a few options to a lot of options). It may take a few days 
just to learn some options provided by a tool.  The goal of this project is to investigate the strength of 
each performance tool and provides scientists an understanding of when to use what in 
performance research.  

CrayPAT
  - A set of tools: pat_build for 
instrumentation, pat_report for 
post-processing and apprentice2 for 
viewing graphical output.
 - It has many automatic analysis 
features, and provides basic & 
detailed profiling data and has 
tracing capability.   
 - Modest learning curve.
 - A very versatile and easy to use 
tool to analyze performance data 
from a single run on Cray platforms. 

TAU
 - A system – it can analyze data from many runs!
 - It provides both text & graphical output.
 - It provides many manual instrumentation options
 - Through PerfDMF/PerfExplorer, TAU can link to a 
database, external tools such as R to conduct complex 
analysis for large amounts of performance data.
 - Steep learning curve!!!

Approaches and Research Results
 Four major performance tools on NSF’s Kraken 
are investigated: FPMPI, IPM, CrayPAT and TAU. 
For each tool we evaluated the amount of 
data/information it generates, the learning curve, 
the overhead it may incur and the suitability of use 
for automatic tuning/computational quality of 
service research. GAMESS and other applications 
or benchmarking suits, such as DNS code or HPC 
Challenges, are used to conduct the investigation. 
 

IPM
  - Easy to use (just like it too) if you are using text 
output only.
 - It provides graphical output, but needs a html viewer 
to view the data. Procedure to generate graphical data 
is not intuitive.
 - Besides basic profiling data, IPM provides more 
detailed performance data such as communication 
topology, volume, load balance.

Discussion and Conclusions
   The complexity of usage increase roughly from FPMPI to IPM to CrayPAT to TAU. For CQoS or 
automatic tuning research, a portable performance tool that can acquire performance data of the 
same granularity on different platforms is essential. While vendor proprietary tools on their own 
machines provide many useful features and are easy to use, lack of portability makes these  tools 
difficult to use for CQoS research. On the other hand, FPMPI and IPM, while easy to use and 
portable, may not provide enough information or do not have the capability to handle large amounts 
of performance data; currently only the TAU system provides such a capability, although limite.
   Automatic tuning research requires analyzing/connecting application metadata with performance 
data. While this can be done through PerfDMF/PerfExplorer, many laborious efforts have to be 
invested. The trend of performance tool development is still focused on “analyzing a single run”, but 
the ‘snapshot’ information is usually not enough for CQoS research. More support from the 
performance tool development community to process large amounts of performance data can be very 
helpful for CQoS/automatic tuning research.  

FPMPI
 - Very easy to use – just link it!!!
 - It provides text output only.
 - Performance data are divided into 
groups such as MPI, IO, wall-clock 
time.
 - It shows performance data of MPI in 
details.
 - A good tool to gain an overview of 
application performance.
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